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EPLC

Enabling Practical Wireless Tb/s
Communications with Nexi

Holistic FEC Design

EPIC pursues a holistic approach: joint consideration of information theory,
code design, algorithms/ architecture co-design, front/back-end

Generation Channel Coding

FEC Botitleneck in Beyond-
5G Wireless Tb/s .

Code Design CHALLENGES

Turbo

LDPC

Polar Codes

Variants (Turbo, LDPC, Polar)

— Energy efficient

high throughput
Forward-Error-Correction (FEC) belongs to the most complex and

architectures —
compuvutationally infense component in the baseband chain

large locality and
3G —» 4G — 5G baseband and FEC implementations heavily took

advantage of progress in microelectronics driven by Moore’s law:
smaller areq, lower power consumption, higher clock frequency
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regularity, large

parallelism required
Decoding Algorithms

Implementation :
= _ .p — Butf Information
However, Moore’s Law Slow-down: ~ Log-MAP _Semiconductor Technology : :
— ~ Parallel Architecture fheory — irregularity,
— Power and power density will emerge as a binding constraint — Successive Cancel _ ErrorResilience iterative

— Clock frequency larger than 1 GHz will not be feasible due to A

power constraints, but at the same time increasing throughput

requirements bit/s, W/mm?2, J/bit, bit/s/mm?

EPIC FEC Design Framework

bit/frame error rates

Power constraint combined with ever increasing throughput
requirements — energy efficiency will be critical (J/bit)

Decoding algorithms Parallel vs. serial

MAP
Belief propagation
Successive cancelation/List

Locality

low (interleaver)
low (Tanner graph)

Transfers vs. compute
serial/iterative
parallel/iterative

Turbo code
LLDPC code
Polar code

Add-Compare-select
Min-Sum/add
Min-Sum/add/sorting

compute dominated
transfer dominated
balanced

Practical Wireless Tb/s
FEC Requirements
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Meet the communication performance
requirements for Beyond-5G use cases
= >1 Tb/s throughput (in 7nm)

~ 10 mm2 chip area for FEC IP block

~ 1 Watt Power envelope

~ 1 GHz clock frequency limif

Key Methodology

Many Trade-Offs between code design, decoding algorithms,
architecture, communications performance

PRACTICAL B5G TBPS FEC KPI BOUNDS

~ 10 mm?®

~ 100 Gb/s/ mm?
~ 1 pJ/bit

~ 0.1 W/mm?®

Chip area limit

Area efficiency limit

Energy efficiency limit

Power density limit

=~ Set up design space for each code
e class containing all design para-
meters — huge design space

=~ Design space exploration (DSE)
to prune the design space
under EPIC KPI constraints

WiIth scaling factor

ARP | Algebraic

First EPIC High-Throughput Decoder
Implementations

Shuffled decoding

Reduced complexity SOVA
Trimming SOVA
Decoding Algorithm i BP Parity-check matrix modification
Detection of error-prone positions
Event flippin:

Bit-flipping PP N9

Improved flip and check
ML

Stochastic

. Improved symbol forcing
Saturation
Correction impulse

= Select most promising candidates

All designs in 28nm low Vt FDSOI technology, worst case PVT to derive new FEC solutions

Turbo code (4 iter)
LDPC code (4 iter)
Polar code

Hybrid NIl + ACQ

Binary/Non-binary
Systematic/non-systematic

Binary/Non-binary
Original

SC | FastSSC
Multi-bit decision

Regular/irregular
Node degree Construction method

Code rate Model channel Frozen bits/code rate :

Parameters SC-Flip

Length List size —xed
2x2 —‘< Adaptive

3x3 scL
Irregular | Kernel | Code Design

Block code
Tailbiting/non-tailbiting Code Design

Time variant/invariant Convolutional code Quick sort

Simplified bubble sort
Direct selection
Radix-2L (Pruned)

Constraint length

Two-phase Path metric sorting

Scheduling
Layered

Parallel edges
Protograph-Based

Multi-kernel Decoding Algorithm

No parallel edges Mixed kernels

Rate compatible
Fully parallel
Partially parallel Check node
Serial )
Edge parallelism
Fully parallel
Partially parallel | Variable node
Serial

Fully parallel

LDPC Code Design Space

Decoding Algorithm

Sum-product
BP / CN approximation /| Min-sum
Lambda-min
Iteration control Fixed
Early-termination
Bit-flipping
Clock frequency
Power/energy

CRC
Reed-Solomon .
Concatenation
Smaller polar codes
BCH
Puncturing

Hybrid ARQ

Number of iterations
SCAN Normal

Scheduling
% Reduced latency

Fixed

BP lIteration control
—< Early termination

Majority logic
ML

Partially parallel Clock frequency

Serial Constraints

Node parallelism Area
Flexibility
Communication performance

Deeply pipelined Power/energy
. . Fully unrolled
Word level Partially pipelined

Parallelism Architecture

Edge level Architecture

Throughput Partially unrolled

Latency Spatial
Quantization

. Communication performance
Barrel shifter

Benes network Hardware structure i
Node interconnect Registers
Custom network Memory

Hard wired RAM

Permutation Network Flexibility

Sequential
Sequential iteration

764 Gbit/s Polar decoder. partaty ) FiPolined unroled teration
The area is 2.95mm?. Each
color represents a pipeline
stage (105 in total), memory
is colored black

Decoding parallelism

102 Gbit/s Turbo decoder.
The area is 23.61mm?2.
Different colors represent
the eight different MAP
decoders originating from
the four unrolled iterations
(each iteration requires
two MAP decoders).

480 Gbit/s LDPC decoder.
The area is 2.79mm?. Each
color represents check and
variable node functional
units corresponding to one
iteration (4 in total).
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